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Abstract

Downstream applications often require text
classification models to be accurate, robust, and
interpretable. While the accuracy of the state-
of-the-art language models approximates hu-
man performance, they are not designed to be
interpretable and often exhibit a drop in perfor-
mance on noisy data. The family of Prototype-
Based Networks (PBNs) that classify exam-
ples based on their similarity to prototypical
examples of a class (prototypes) is natively in-
terpretable and shown to be robust to noise,
which enabled its wide usage for computer vi-
sion tasks. In this paper, we study whether
the robustness properties of PBNs transfer to
text classification tasks. We design a modu-
lar and comprehensive framework for study-
ing PBNs, which includes different backbone
architectures, backbone sizes, and objective
functions. Our evaluation protocol assesses
the robustness of models against character-,
word-, and sentence-level perturbations. Our
experiments on three benchmarks show that
the robustness of PBNs transfers to NLP clas-
sification tasks facing realistic perturbations.
Moreover, the robustness of PBNs is supported
mostly by the objective function that keeps pro-
totypes interpretable, while the robustness su-
periority of PBNs over vanilla models becomes
more salient as datasets get more complex.

1 Introduction

In light of the needs of real-world applications,
Natural Language Processing (NLP) research has
increasingly focused on benchmarks, methods, and
studies that emphasize robustness and interpretabil-
ity (Zhou et al., 2020; Jang et al., 2022; Liu et al.,
2021). The requirements for robustness and in-
terpretability are intuitive for high-stake domains
that affect health, racial bias, and safety (Rudin
et al., 2022), where model errors can have seri-
ous consequences on human lives. More funda-
mentally, robustness and interpretability are essen-

tial components of developing trustworthy tech-
nology that can be adopted by experts in any do-
main (Wagstaff, 2012; Slack et al., 2022). However,
the widely adopted pre-trained language models
(PLMs) that report exceptional accuracy on NLP
classification benchmarks (Chowdhery et al., 2022;
Zoph et al., 2022) have limited interpretability by
design, which cannot be fully mitigated by posthoc
explainability techniques (Zini and Awad, 2022).
Moreover, PLMs lack robustness when they are
exposed to text perturbations, noisy data, or distri-
bution shifts (Moradi and Samwald, 2021).

Meanwhile, the family of Prototype-Based Net-
works (PBNs; Li et al., 2018b) is designed for ro-
bustness and interpretability. PBNs are based on
the theory of categorization in cognitive science
(Rosch, 1973): categorization is governed by the
graded degree of possessing a prototypical feature
of that category, with some members being more
central (prototypical) than others. Consider, for
example, classifying different types of birds. Then,
pelican classification can be done through their pro-
totypical tall necks and similarity to a prototypical
pelican (Nauta et al., 2021a). This classification
approach is both interpretable and robust, because
it classifies through distances to prototypical exam-
ples found in the data. Simple associations between
sample points and central prototypical examples
bring interpretability, while leveraging distance
between points helps to quantify prototypicality,
which then facilitates identifying noisy or out-of-
distribution samples (Yang et al., 2018).

PBNs have been popular in computer vision
(CV) tasks, including image classification (An-
gelov and Soares, 2020) and novel class detec-
tion (Hase et al., 2019). Inspired by PBNs in CV,
NLP researchers have also developed PBN mod-
els for text classification, in particular, for senti-
ment classification (Pluciński et al., 2021; Ming
et al., 2019; Hong et al., 2021), few-shot relation
extraction (Han et al., 2021; Meng et al., 2023),
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Figure 1: Classification by a PBN. The model computes distances between the new point and prototypes and
distances within prototypes to do both inference and training. In training, the model minimizes the loss terms based
on the computed distances between the new point and prototypes and within prototypes, and in inference, distances
between the new point and prototypes are used for the classification by a fully connected layer. We test variations of
the loss terms, different backbones, and distance functions and assess their effect on network’s robustness.

and propaganda detection (Das et al., 2022). Yet,
while competitive performance and interpretability
of PBNs have been studied in both NLP (Das et al.,
2022; Hase and Bansal, 2020) and vision (Gu and
Ding, 2019; van Aken et al., 2022), their robustness
advantages over non-PBNs have only been inves-
tigated in CV (Yang et al., 2018; Saralajew et al.,
2020; Vorácek and Hein, 2022).

In this study, we investigate whether the robust-
ness properties of PBNs transfer to NLP classifica-
tion tasks. In particular, the contributions of this
work are as follows: (1) We propose a modular
and comprehensive framework to evaluate the ro-
bustness properties of PBNs that take into account
state-of-the-art backbone architectures, different
backbone sizes, and loss terms; (2) We devise an
evaluation protocol that employs three perturba-
tion strategies to evaluate the robustness of models
against character-, word-, and sentence-level per-
turbations; (3) We perform extensive experiments
on three benchmarks to compare the robustness of
PBNs to non-PBN models, evaluate the effect of
key PBN design choices, and assess their sensitiv-
ity to varying task complexity. Our experiments
show that the robustness of PBNs transfers to real-
istic perturbations in text classification tasks, and
it is impacted by the backbone architecture, the
objective function, and the number of prototypes.
Our experiments suggest that PBNs can enhance
the text classification robustness of PLMs.

2 Prototype-Based Networks

PBNs classify data points based on their similar-
ity to a set of prototypes learned during training.
These prototypes summarize the prominent seman-
tic patterns of the dataset through two mechanisms:
(1) prototypes are defined in the same embedding

space as input examples, which makes them in-
terpretable by leveraging input examples close to
them; and (2) prototypes are designed to cluster se-
mantically similar training examples, which makes
them representative of the prominent patterns em-
bedded in the data and input examples. The PBN’s
decisions are inherently interpretable, because pro-
totypes are trained to be aligned with previous ob-
servations (Hong et al., 2020). This enables in-
sights into the behavior of the model during infer-
ence by looking at the closest activated prototypes
(Das et al., 2022). Prototypes being in the same
embedding space as input examples allows them
to be represented as either the training examples
(Das et al., 2022) or parts of training examples,
such as key phrases (Pluciński et al., 2021) or key
sequences (Ming et al., 2019; Hong et al., 2021) ex-
tracted from training examples. These prototypes
can be associated with semantic patterns of partic-
ular classes from their initialization or be trained
freely and subsequently associated with the promi-
nent semantic patterns of the whole dataset.

Inference. As shown in Figure 1, given a set
of data points xj , j ∈ {1, . . . , N} with labels
yj ∈ {1, . . . , C}, and Q prototypes, PBNs first en-
code examples with a backbone E, resulting in the
embedding ej = E(xj). Next, PBNs compute the
distances between prototypes and ej using the func-
tion d. These distances get fed into a linear layer
to compute class-wise logits by incorporating the
similarities to each prototype. Applying a softmax
on top of logits, the final outputs are ŷc(xj): a prob-
ability that xj belongs to class c ∈ {1, . . . , C}.

Training. To compute a total loss term L,
PBNs use the computed distances within pro-
totypes d(Pk, Pl)k ̸=l, distances between all Q
prototypes and N training examples given by



d(ej , Pk)j∈{1,...,N};k∈{1,...,Q}, and the computed
probabilities ŷc. The prototypes and the weights in
the backbone are adjusted according to L. The total
loss L consists of different inner loss terms that en-
sure high accuracy, high interpretability, and low re-
dundancy among prototypes; i. e., the classification
loss Lce, the clustering loss Lc (Li et al., 2018b),
the interpretability loss Li (Li et al., 2018b), and
separation loss Ls (Hong et al., 2020):

L = Lce + λcLc + λiLi − λsLs, (1)

where λc, λi, λs ≥ 0 are regularization factors to
adjust the contribution of the auxiliary loss terms.

Classification loss Lce is defined as the cross-
entropy loss between predicted and true labels:

Lce = −
N∑
j=1

log(ŷyj (xj)). (2)

Clustering loss Lc ensures that the training ex-
amples close to each prototype form a cluster of
similar examples. In practice, Lc keeps all the
training examples as close as possible to at least
one prototype and minimizes the distance between
training examples and their closest prototypes:

Lc =
1

N

N∑
j=1

min
k∈{1,...,Q}

d(Pk, xj). (3)

Interpretability loss Li ensures that the proto-
types are interpretable by minimizing the distance
to their closest training sample:

Li =
1

Q

Q∑
k=1

min
j∈{1,...,N}

d(Pk, xj). (4)

Keeping the prototypes close to training samples
allows PBNs to represent a prototype by its closest
training samples that are domain-independent and
make prototypes understandable by task experts.

Separation loss Ls maximizes the inter-
prototype distance to reduce the probability of re-
dundant prototypes:

Ls =
2

Q(Q− 1)

∑
k,l∈{1,...,Q};k ̸=l;

d(Pk, Pl). (5)

3 PBN Evaluation Framework

The robustness of PBNs may be affected by archi-
tectural choices in the design and implementation
of PBNs, including the backbone encoder E, the
distance function d, the number of prototypes Q,
and the regularization factors of the objective func-
tions in L. Inspired by prior work that studied the
impact of some of these choices in computer vi-
sion (Yang et al., 2018), we design a framework

to systematically investigate their impact on the
robustness of PBNs in text classification tasks.

Backbone (E). Prototype alignment and training
are highly dependent on the quality of the latent
space created by the backbone encoder E, which in
turn affects the performance, robustness, and inter-
pretability of PBNs. We consolidate previous meth-
ods for text classification using PBNs (Pluciński
et al., 2021; Das et al., 2022; Ming et al., 2019;
Hong et al., 2020) and consider four backbone
architectures: CNN, BERT (Devlin et al., 2018),
BART encoder (Lewis et al., 2019), and Electra
(Clark et al., 2020). Besides including PLMs due
to their general language abilities (Min et al., 2021),
we experiment with CNN as a backbone for two rea-
sons. First, the network is more interpretable since
embeddings extracted from shallow CNN-based
networks can be mapped with n-grams. Second,
they are faster and smaller compared to Transform-
ers (Vaswani et al., 2017), which makes them a
better option for models deployed on production
systems (Pluciński et al., 2021). We also include
models with a different number of parameters to
analyze the effect of scaling up the backbones.

Distance function (d). The pairwise distance cal-
culation quantifies how closely the prototypes are
aligned to the training examples (Figure 1). In re-
cent work, Euclidean distance has been shown to
be better than Cosine distance for similarity calcu-
lation (van Aken et al., 2022; Snell et al., 2017) as
it helps to align prototypes closer to the training
examples in the latent space of the encoder’s out-
put. However, given uncomparable design choices,
alongside some utilizing Cosine distance (Chen
et al., 2019) while others prioritizing Euclidean dis-
tance (Mettes et al., 2019), the comparison would
be difficult and the choice of distance function is
usually treated as a hyperparameter. Accordingly,
we hypothesize that the impact of d will be signif-
icant in our study of robustness, and hence, our
framework considers both Cosine and Euclidean
distance functions when training PBNs.

Number of prototypes (Q). The number of proto-
types Q in PBNs is a key factor for mapping diffi-
cult data distributions (Yang et al., 2018; Sourati
et al., 2023). Hence, we compare the effect with
three values for Q: number of classes in the dataset,
16, and 64, covering a small, medium, and large
number of prototype parameters.

Objective functions (L). Given the partly com-
plementary goals of the four loss terms, we in-



vestigate whether all are necessary for training an
accurate and robust model. However, keeping the
accuracy constraint (Lce) intact, to assess the effect
of clustering and interpretability on the robustness
of PBNs, we train the following model variations:
a model employing all loss terms, a model drop-
ping the interpretability loss while keeping other
loss terms intact, and a model that omits clustering
loss from training (see Figure 1). Moreover, to as-
sess how the segregation within prototypes affects
PBN’s robustness, we train PBNs using five values
for λs ∈ {0, 2, 4, 10, 20}, with lower values repre-
senting higher tolerance for prototypes being close
to each other. We chose these values to cover small,
medium, and large tolerance.

4 Robustness Evaluation Protocol

Text classification models are often misled by per-
turbations that differ from their original version
in an imperceptible way to the human eye (Dalvi
et al., 2004; Kurakin et al., 2017a,b). We analyze
the robustness of PBNs in our framework by de-
signing perturbations that keep the label unchanged,
preserve the meaning of the original example, and
maintain fluency as formalized by Jin et al. (2020).
We consider perturbations that explore vulnerabil-
ities of models in three levels: character-, word-,
and sentence-level (see examples in Appendix A).

Character-level perturbations. In many text clas-
sification applications, specific keywords play an
important role in the model’s prediction. How-
ever, they might be unintentionally disguised and
mislead the model, e. g., a hateful content detector
might be misled by the misspelling of the word
Women as Wmen. To assess the robustness of the
models against such typos, we use TextBugger (Li
et al., 2018a) as an effective representative for typo-
based perturbations (Wang et al., 2022a). This
character-level perturbation identifies the most im-
portant words in a text and then performs substitu-
tion, insertion, or deletion of characters in words
(e. g., Citrix → Citri×).

Word-level perturbations. Machine learning mod-
els may learn spurious word correlations rather
than how to solve a task (Wang and Culotta, 2020).
To analyze whether models are sensitive to word
choices, we use a strategy that modifies words in
a text, while keeping the meaning unchanged. We
use TextFooler (Jin et al., 2020), which strongly af-
fects PLMs (Wang et al., 2022a). It perturbs text by
replacing words with their synonyms according to

their distance in the embedding space (e. g., film →
cinematographers). Similar to TextBugger, all im-
portant words are identified, and embedding-based
transformations are applied on them.

Sentence-level perturbations. To assess if the
models learn the underlying semantics behind the
sentence instead of using certain phrases as clues,
we employ paraphrasing as a sentence-level pertur-
bation strategy. We obtain sentence-level perturba-
tions by prompting GPT3.5 (OpenAI, 2022).

5 Experimental Setup

To assess the robustness of PBNs to real-world per-
turbations, our experimental framework tracks the
F1 scores of the models on three text classifica-
tion datasets. We train each model on the original
training set without any perturbation or adversarial
training (Goodfellow et al., 2014) and test it on
both the original test examples and their perturbed
versions. Please see Appendix B for further details.

Datasets. PBNs classify instances based on their
similarity to prototypes learned during training
that summarize prominent semantic patterns in a
dataset. Thus, with more classes, we might need
more prototypes to govern the more complex sys-
tem between instances and prototypes (Yang et al.,
2018). To study the interplay between the number
of classes and robustness, we employ three datasets:
(1) IMDB reviews:1 a binary sentiment classifica-
tion dataset; (2) AG_NEWS (Zhang et al., 2015):
a collection of news articles that can be associ-
ated with four categories: world, sports, business,
and science; (3) DBPedia:2 a dataset with taxo-
nomic, hierarchical categories for Wikipedia arti-
cles, with 9 classes: Agent, Work, Place, Species,
UnitOfWork, Event, SportsSeason, Device, and
TopicalConcept. Moreover, we adopt the SST-2
binary classification split from the existing Ad-
versarial GLUE (AdvGLUE) dataset (Wang et al.,
2022a). The AdvGLUE SST-2 benchmark consists
of 131 examples perturbed using various word- and
sentence-level perturbations. For statistics of the
datasets and their perturbations, see Appendix A.

Perturbations. Perturbations are designed to sim-
ulate real noisy data that is generalizable to any
victim model (model facing perturbations). Gen-
eralizable noisy data can affect any model regard-
less of the architecture and also without having

1https://ai.stanford.edu/~amaas/data/sentiment
2https://www.huggingface.co/datasets/

DeveloperOats/DBPedia_Classes

https://ai.stanford.edu/~amaas/data/sentiment
https://www.huggingface.co/datasets/DeveloperOats/DBPedia_Classes
https://www.huggingface.co/datasets/DeveloperOats/DBPedia_Classes


access to the model to directly attack it. We gen-
erate character- and word-level perturbations for
IMDB, AG_News, and DBPedia, following Wang
et al. (2022a). For a given dataset, we randomly
perturb examples from its original test split un-
til we obtain at most 800 successful perturbations.
Successful perturbations of a dataset are those that
change the prediction of a victim model already
fine-tuned on that dataset from the correct predic-
tion to the wrong prediction. We consider three
fine-tuned victim models: BERT (Devlin et al.,
2018), RoBERTa (Liu et al., 2019), and DistilBERT
(Sanh et al., 2019). We preserve examples whose
perturbations are predicted wrongly by three mod-
els to ensure that the perturbations are not model-
specific and are difficult for multiple models. In
principle, the perturbations for each model are dif-
ferent, yielding three variations per original exam-
ple for a dataset-perturbation pair. For instance,
this procedure successfully creates three character-
level perturbations of 461 original examples from
the AG_News dataset, resulting in a total of 1,383
(3× 461) data points in its character-level test set.
To avoid introducing additional noise to the data
for the sentence-level perturbations, we randomly
select 1,000 samples from the testing set of each
dataset and paraphrase them with GPT3.5 using
the prompt: Paraphrase the paragraph below con-
cisely and accurately: {input text}. In our main
experiments, we design generalizable perturbations
that simulate noisy data and test robustness without
assuming access to any specific model to directly
attack it. In an auxiliary experiment, we assume
to have access to the victim model and we attack
PBNs directly.

Baselines. We compare the performance of our
PBN framework variants with their vanilla coun-
terparts, i. e., CNN, BERT, BART encoder, and
Electra. The only difference between PBNs and
their non-PBN counterparts is the model wrapped
around their backbones: while PBNs compute dis-
tances to prototypes and classify data points based
on these distances, non-PBNs leverage a fully con-
nected layer for classification instead.

Implementation details. In our experiments, we
vary the PBN framework dimensions (see Sec-
tion 3) and fix other implementation decisions.
All prototypes are initialized randomly for a fair
comparison, and PLM backbones are also train-
able. The prototypes are trained without being
constrained to a certain class from the beginning,

and their corresponding class can be identified after
training. The transformation from distances to class
logits is done through a simple linear layer without
intercept to avoid introducing additional complex-
ity and keep the prediction interpretable through
prototype distances. Apart from CNN, which was
trained from scratch, both the backbone of PBNs
and their non-PBN counterparts leveraged the same
PLM and were fine-tuned separately to show the
difference that is only attributed to the models’ ar-
chitecture. Focusing on the BERT-based baselines,
since BERT-base is one of the models from which
we extract perturbations by directly attacking it, to
ensure generalization of the experiments on differ-
ent backbones, we use BERT-Medium (Turc et al.,
2019), which being smaller than other Transformer
baselines (BART and Electra), allows us to assess
the sensitivity of PBNs to the backbone size too.

6 Results

This section compares the robustness of PBNs to
baselines and in relation to task complexity. More-
over, it assesses the impact of the design choices
within our framework from Section 3.

Robustness of PBNs. We found that PBNs are
consistently more robust to perturbations compared
to their non-PBN counterparts (see Table 1). We
observed this trend both for our custom perturba-
tions and for the existing benchmark, AdvGLUE’s
SST-2 (Wang et al., 2022a). Character-level and
word-level perturbations lead to a larger robustness
gap between PBNs and non-PBNs, while both PBN
and non-PBNs are robust against sentence-level
perturbations.3 PBNs’ performance on perturba-
tions improve by up to 24%, 33%, and 30%, with
BERT, BART, and Electra, respectively, relative to
their non-PBN variants. We note that the perturba-
tions are general enough to be more challenging
for all models, including PBNs, as both character-
and word-level perturbations decrease the average
model performance by 20% compared to the scores
on the original test sets. Finally, we note that PBNs
perform slightly worse than non-PBNs on origi-
nal datasets, and we attribute this to PBNs being
optimized to satisfy multiple objectives, including
interpretability and clustering, whereas non-PBNs
are only optimized to have high accuracy.

Effect of task complexity. Both PBNs and non-

3As we observe a low effect from sentence-level perturba-
tions across all models, we focus on character- and word-level
perturbations for brevity.



IMDB AG_News DBPedia SST-2
Model Orig Char Word Sent Orig Char Word Sent Orig Char Word Sent Orig Adv

CNN 85.7 75.5 76.9 86.2 90.4 58.9 67.7 75.9 97.9 64.0 63.9 94.4 75.0 48.0
+ PBN 82.6 73.4 72.5 83.2 80.1 48.5 57.2 76.3 85.0 50.6 49.7 83.1 75.0 49.0

∆ -3.1 -2.1 -4.4 -3.0 -10.3 -10.4 -10.5 +0.4 -12.9 -13.4 -14.2 -11.3 00.0 +1.0
BERT 94.7 84.2 85.5 92.2 93.9 71.1 78.8 88.3 98.4 66.2 60.5 98.0 83.9 40.9
+ PBN 90.5 83.5 85.6 85.9 92.1 78.4 80.2 88.5 96.5 69.0 75.5 97.4 77.8 46.3

∆ -4.2 -0.7 +0.1 -6.3 -1.8 +7.3 +1.4 +0.2 -1.9 +2.8 +15.0 -0.6 -6.1 +5.4
BART 98.1 89.3 92.1 94.9 97.4 74.2 79.2 90.1 96.3 69.5 68.8 97.0 93.1 29.7
+ PBN 96.9 89.5 93.4 95.0 93.7 75.6 81.2 88.3 93.6 72.9 71.5 97.4 90.0 39.6

∆ -1.2 +0.2 +1.3 +0.1 -3.7 +1.4 +2.0 -1.8 -2.7 +3.4 +2.7 +0.4 -3.1 +9.9
ELEC. 98.4 92.8 94.0 94.5 95.0 71.8 78.7 88.7 93.7 61.8 65.0 94.5 87.6 43.5
+ PBN 94.9 91.9 94.2 91.8 90.7 73.9 80.4 82.8 99.1 76.7 70.5 98.4 98.5 56.6

∆ -3.5 -0.9 +0.2 -2.7 -4.3 +2.1 +1.7 -5.9 +5.4 +14.9 +5.5 +3.9 +10.9 +13.1

Table 1: F1 scores of PBNs and their non-PBN counterparts on three datasets (also, on the SST-2 dataset and its
perturbed version) and three perturbation types: character-level (Char), word-level (Word), and sentence-level (Sent).
The boldfaced numbers indicate top performance within a particular test-split of PBN vs. non-PBN model; ∆’s
indicate the difference between PBN vs. non-PBN counterpart. Performance on the original unperturbed examples
(Orig) is shown as the original scores on main test splits because of the low variance across different attack splits.

PBN methods perform worse on more compli-
cated datasets with more classes. Meanwhile, the
superior robustness of PBNs compared to their
non-PBN counterparts gets more pronounced as
datasets get more complicated. While the perfor-
mance of PBNs and non-PBNs is on par for the
IMDB dataset, their gap widens on the datasets
with more classes: AG_News and DBPedia. We
believe that this robust behavior is due to the de-
sign of the PBN architecture. Standard neural net-
works for text classification distinguish classes by
drawing hyperplanes between samples of different
classes that are prone to noise (Yang et al., 2018),
especially when dealing with several classes. In-
stead, PBNs are inherently more robust since they
perform classification based on the similarity of
data points to prototypes, acting as class centroids.

Effect of backbone design (E). The performance
of PBNs is sensitive to the choice of the backbone
architecture (Table 1). Transformer-based architec-
tures (like BERT, BART, and Electra) yield higher
absolute F1 scores compared to their vanilla back-
bones with differences (∆) of up to 15%. Yet,
this trend cannot be seen when using CNN as a
backbone, as it performs worse than vanilla CNN.
Comparing the results gathered from models with
different sizes and also different embedding prop-
erties (Transformers capturing context better), we
attribute the disparity to the embedding space prop-
erties of the backbone and consider a strong back-
bone more favorable to the robustness of PBNs. In
a further experiment, we measure the impact of the
size of the backbone on the robustness properties
of PBNs (see Figure 2). The results show a boost

Figure 2: F1 of PBN with BART-base and BART-large.

in performance when scaling up the backbone used
in PBNs regardless of the training dataset, which
is in line with theoretical work (Tripuraneni et al.,
2021) proving that overparameterized models ex-
hibit enhanced robustness to perturbations. The
same observation holds across different architec-
tures, too, with larger models being more robust.
We conclude that larger Transformer architectures
are optimal to ensure the robust behavior of PBNs.
In the remaining experiments, we use BART, as
its performance is similar to Electra and its num-
ber of parameters is 2x lower, while outperforming
BERT.

Effect of loss functions (L). Removing the in-
terpretability loss consistently leads to a drop in
performance on perturbed examples, especially on
word-level perturbations (Figure 3). This means
that the model training process enables higher ro-
bustness to perturbations if the prototypes are kept
close to at least one training example. Meanwhile,
while the separation loss often enhances the robust-
ness against perturbations and out-of-distribution
data in computer vision tasks (Yang et al., 2018),



Figure 3: F1 score of PBN (BART) with ablated loss
functions across datasets and perturbations.

Figure 4: Performance of PBN (BART) under different
perturbations with different separability (λs).

we show that the separation between prototypes
does not have a clear impact on the robustness of
the PBNs for text classification (Figure 4). How-
ever, our results suggest that keeping the prototypes
close to each other (lower λs coefficients in Fig-
ure 4) helps robustness for 2 out of 3 datasets. We
conclude that the interpretability loss should be in-
cluded to enhance the robustness of PBNs on text
classification tasks, whereas the separation loss pa-
rameter should be tuned carefully according to the
task at hand. We also observe that clustering loss
is hindering the robustness. The clustering loss is
a regularization term that encourages samples to
be all close to certain prototypes in the embedding
space, enhancing interpretability, but potentially
reducing accuracy by narrowing the diversity in
the embedding space; which is a common phe-
nomenon in loss terms of competing goals. The
mean and standard deviation over the (transformed)
distances between prototypes and each sample can
be used to describe the spread of the embedded
data points around the prototype. These values are
(−0.18±1.5)× 10−6 with the clustering loss and
(−0.24±1.7)×10−7 without, showing less diverse
prototypes indicated by smaller values of measured
distances caused by stronger clustering.

Figure 5: Performance of PBN (BART) using Cosine
and Euclidean distance transformations.

Figure 6: Performance of the PBN (BART) model with
varying numbers of prototypes (Q).

Effect of distance functions (d). In line with prior
observation by Snell et al. (2017), we found that
computing similarities using Euclidean distance
makes PBNs more robust than using Cosine dis-
tance. In other words, forcing the samples to be
close to a point (the prototype) in the embedding
space is more robust than forcing the samples to be
in the same direction as the prototypes (Figure 5).

Effect of the number of prototypes (Q). We
found that Q highly affects PBNs’ robustness (Fig-
ure 6): the F1-scores of PBN (BART) change as
a function of Q for all datasets and perturbations.
We observe that PBNs perform poorly when the
number of prototypes is as low as the number of
classes in the dataset and when there is an exces-
sive number of prototypes (we consider 64 as an
upper bound). Similar to prior findings in vision
(Yang et al., 2018) and in logical fallacy identifica-
tion (Sourati et al., 2023), we find that the optimal
number of prototypes is higher than the number of
classes, while too many prototypes are detrimental
to the model performance since it is forced to learn
a more complex embedding space. It is known
that the optimal number of prototypes is non-trivial



IMDB AG_News DBPedia
Model Char Word Char Word Char Word
BART 94.01 (23.8) 99.80 (05.7) 56.34 (33.8) 90.19 (24.6) 39.62 (45.0) 68.00 (24.0)
+ PBN 43.96 (28.4) 88.30 (12.3) 24.44 (30.6) 62.60 (24.1) 12.62 (43.0) 53.33 (26.0)

Table 2: Character and word perturbation success rates (lower=better) and average perturbed word percentages
(higher=better; values in parentheses) for BART and its PBN counterpart.

and not necessarily the number of classes or train-
ing data points (Crammer et al., 2003). Therefore,
Q = 16 is in accordance with prior work, and we
found it empirically to yield optimal performance.

Effect of direct attacks on PBNs. As opposed
to the previous experiments that do not assume
having access to the victim model (PBNs), in an
additional experiment, we compare the adversarial
perturbations directly on both PLMs and PBNs, fol-
lowing standard robustness evaluation procedure
(Wang et al., 2022a, 2023; Xiao et al., 2018). Using
character- and word-level perturbations, we attack
each model until we have 800 successful adversar-
ial perturbations, reporting the attack success rate
and the average number of perturbed tokens for
each victim model (see Table 2). We observe that
attacks on PBN (BART) are successful only 27%
and 68% of the times on average across all datasets
as compared to 63% and 86% for the vanilla BART
on character- and word-level perturbations, respec-
tively. We observed the opposite pattern in terms
of the average number of perturbed words, where
more tokens need to be perturbed in PBNs com-
pared to vanilla PLMs. These results demonstrate
the superiority of PBNs in a dynamic adversarial
setting, too, where models are directly attacked.

7 Related Work

Robustness evaluation. Robustness in NLP is de-
fined as models’ ability to perform well under noisy
(Ebrahimi et al., 2018) and out-of-distribution data
(Hendrycks et al., 2020). With the wide adoption
of NLP models in different domains and their near-
human performance on natural language bench-
marks (Wang et al., 2019; Sarlin et al., 2020), con-
cerns have shifted towards the NLP models’ per-
formance facing noisy data (Wang et al., 2022a).
Wang et al. (2023) evaluated the adversarial ro-
bustness of ChatGPT and found that, although it
is more robust than other LLMs, it is far from per-
fect. Shi et al. (2023) studied the effect of irrel-
evant context on LLMs and found its dramatic
effect on the model’s performance. Wang et al.
(2022b) presented ReCode to evaluate the robust-

ness properties of code generation models. While
prior work has studied PLMs’ robustness, to our
knowledge, PBNs’ robustness properties have not
been explored for text classification. Our study
bridges this gap.

Prototype-based networks. PBNs are widely used
in computer vision (Chen et al., 2019; Hase et al.,
2019; Kim et al., 2021; Nauta et al., 2021b; Pahde
et al., 2021) because of their interpretability and ro-
bustness properties (Soares et al., 2022; Yang et al.,
2018). While limited work has been done in the
NLP domain, PBNs have recently found applica-
tion in text classification tasks such as propaganda
detection (Das et al., 2022), logical fallacy detec-
tion (Sourati et al., 2023), sentiment analysis (Plu-
ciński et al., 2021), and few-shot relation extrac-
tion (Meng et al., 2023). ProseNet (Ming et al.,
2019), a prototype-based text classifier, uses sev-
eral criteria for constructing prototypes (He et al.,
2020), and a special optimization procedure for bet-
ter explainability. ProtoryNet (Hong et al., 2020)
leverages RNN-extracted prototype trajectories and
deploys a pruning procedure for prototypes. Pro-
toCNN (Pluciński et al., 2021) uses phrase-based
prototypes to provide explanations using n-grams,
and ProtoTex (Das et al., 2022) employs the con-
cept of negative prototypes for handling the ab-
sence of features for classification. While PBNs
are expected to be robust to perturbations, this prop-
erty has not been systematically studied for text
classification tasks. Our paper consolidates prior
PBN methods like ProtoTex and ProtoCNN into a
comprehensive study framework.

8 Conclusions

We study the robustness of PBNs with the help
of character-, word-, and sentence-level perturba-
tions. We find that PBNs are typically more robust
than baseline models both in static and dynamic
perturbation settings. Our experiments show that
the choice of the encoder backbone is critical, with
Tranformer-based backbones being relatively ro-
bust compared to CNN-based PBNs that are not.
Here, scaling the size of the backbone improves



robustness further. We study the impact of PBN
components like individual loss functions, the num-
ber of prototypes, and the distance functions on
robustness. We find that the interpretability loss
contributes the most to robustness, robust PBNs
require the number of prototypes to be higher than
the number of classes, and adopting a Euclidean
distance calculation instead of Cosine can be more
effective in terms of robustness. For future work,
we plan to study the interplay between robustness
and interpretability for text classification via user
studies.

Limitations

While we perform a systematic study of the robust-
ness of PBNs, we do not analyze how the explana-
tions offered by the model change when faced with
perturbations. Additionally, we limit our study to
one of each kind of character-, word-, and sentence-
level perturbations. While the specific attack imple-
mentations are popular text perturbation strategies
within these categories and have been shown to af-
fect language models in the past, we acknowledge
that more complicated perturbations can also be
created that are more effective and help the com-
munity have a more complete understanding of
models’ robustness, hence we do not comment
on the generalizability of our study to all possi-
ble textual perturbations besides our evaluation on
AdvGLUE. We leave the interpretability analysis,
evaluation of tasks beyond text classification, and
generalizability study to future work.
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Type Perturbed Sentence
Char. Disny Rules Out New Deal with Pixar Studios.

Word Disney Rules Out New Deal with Ghibli Studios.

Sent. Disney has decided against pursuing a fresh
agreement with Pixar Studios.

Table 3: Perturbation examples on the following sen-
tence: Disney Rules Out New Deal with Pixar Studios.
The underlined text indicates the new tokens that re-
place the original sentence tokens.
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A Dataset Details

Perturbations. As mentioned in Section 4, we
focus on three types of perturbations to assess the
robustness of PBNs: character-level, word-level,
and sentence-level perturbations. Examples of each
type of perturbation from a single sentence are
presented in Table 3.

Dataset statistics. The statistics of the datasets
we used in this study to test the robustness of PBNs
against perturbations are demonstrated in Table 4.
We present both statistics about the original dataset
and statistics and details about the number of per-
turbations that we have gathered on each dataset in
three categories of character-level, word-level, and
sentence-level perturbations.

B Implementation Details

Experimental environment. For all the exper-
iments that involved training or evaluating Trans-
formers or other models like CNN, we used three
GPU NVIDIA RTX A5000 devices with Python
v3.9.16 and CUDA v11.6. All Transformer mod-
els were trained using the Transformers package

v4.30.2 and Torch package v2.0.1+cu117. We used
TextAttack (Morris et al., 2020) for implementing
the character-level and word-level perturbations.

Training details. For all the datasets, the training
split, validation split, and test splits were used from
https://huggingface.co/. During training on
the IMDB and DBPedia dataset, the batch size was
set to 64. This number was 256 on the AG_News
dataset. All the models (Table 5) were trained with
the number of epochs adjusted according to an
early stopping module with the patience of 4 and a
threshold value of 0.01 for change in the accuracy.
The coefficients controlling the effect of different
loss terms in Equation 1 were all set to 0.9 when
having all the components in place, and they were
set to 0.0 to simulate the situation where they do
not contribute to the total loss term.

All the Transformer models were fine-tuned on
top of a pre-trained model gathered from https:
//huggingface.co/. Details of the models used
in our experiments are presented in the following:

• Electra (Clark et al., 2020): google/electra-
base-discriminator;

• BART (Lewis et al., 2019): ModelTC/bart-
base-mnli, facebook/bart-base, facebook/bart-
large-mnli;

• BERT (Devlin et al., 2018): prajjwal1/bert-
medium.

Furthermore, the models that were used in the
process of gathering generalizable perturbations
were also pre-trained Transformer models gathered
from https://huggingface.co/. Note that in
the process of the mentioned models’ pre-training,
they were fine-tuned on specific datasets we used
in our study before being attacked by the perturba-
tions. Find the details of models used categorized
by the dataset below:

• IMDB: textattack/bert-base-uncased-imdb,
textattack/distilbert-base-uncased-imdb,
textattack/roberta-base-imdb;

• AG_News: textattack/bert-base-uncased-ag-
news, andi611/distilbert-base-uncased-ner-
agnews, textattack/roberta-base-ag-news;

• DBPedia: dbpedia_bert-base-uncased,
dbpedia_distilbert-base-uncased,
dbpedia_roberta-base.

https://doi.org/10.1145/3529755
https://doi.org/10.1145/3529755
http://arxiv.org/abs/2202.08906
http://arxiv.org/abs/2202.08906
https://huggingface.co/
https://huggingface.co/
https://huggingface.co/
https://huggingface.co/


Dataset #Classes #Tokens #Train #Val #Test (O) #Test (C) #Test (W) #Test (S)

IMDB 2 234 22,500 2,500 25,000 1,926 2,190 1,000
AG_News 4 103 112,400 7,600 7,600 1,383 1,893 1,000
DBPedia 9 38 240,942 36,003 60,794 1,281 1,836 1,000

SST-2 2 14 67,349 872 1,821 - 80 51

Table 4: Dataset statistics: number of classes, the average number of tokens, and partition sizes. #Test (O) shows the
size of the original test set, while #Test ({C, W, S}) shows the size of the subsets obtained after successful character-,
word-, and sentence-level attacks, repsectively. SST-2 subset comes from the AdvGlue benchmark (Wang et al.,
2022a) after removing the human-generated instances that do not belong to either category of perturbation classes.

Model Parameters

BART-base 53.56 M
BART-base (PBN) 59.86 M

BART-large 205.78 M
BART-large (PBN) 212.08 M

Electra-base 108.89 M
Electra-base (PBN) 115.18 M

CNN 9.3 M
CNN (PBN) 9.3 M

BERT-Medium 41.37 M
BERT-Medium (PBN) 45.56 M

Table 5: Number of trainable parameters for all experi-
mental models.

Since we could not find models from TextAttack
(Morris et al., 2020) library that were fine-tuned
on DBPedia, the models that are presented above
were fine-tuned by us on that dataset as well and
then used as the victim model.
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